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Abstract—A new approach to the determination of robot locations by common object shapes is proposed. Any object that has a polygon-shaped top and a lateral surface perpendicular to the top can be used for robot location in the approach, as long as the top shape is known in advance. Such objects are seen frequently both in indoor and outdoor environments. In addition, the solution provided by the approach can be computed analytically. These merits make the proposed approach more practical for general applications than other approaches using specially designed marks or requiring iterative computation. From a monocular image of an object, image processing and numerical analysis techniques are applied to extract the projection characteristics of the polygon corners on the object top surface, from which the position and the orientation parameters of a camera-mounted robot can be determined. Experimental results with location errors less than 5% prove the feasibility of the proposed approach. Error analysis that is useful for choosing better viewing angles to get more accurate location results is also included.

I. INTRODUCTION

For robots to navigate automatically in various environments, it is important to determine their positions with respect to known objects in order to catch the objects or to avoid collision. One approach to this so-called robot location problem is to simulate human stereovision [1]. In this way, binocular images are taken, and the image correspondence problem is solved to find 3-D range data.

Several researchers have approached the problem alternatively by the use of "standard marks" [2]-[6] to simplify the problem and to save computation time. The key idea is to use special marks that include a wealth of geometric information under perspective projection such that robot location parameters can be easily computed from monocular images of the marks.

Approaches to robot location using special marks can, in general, be categorized into two classes according to the criterion of whether or not the camera optical axis goes through the center of a mark. When the camera optical axis is constrained to go through the mark center [2]-[5], the camera location is represented only by position parameters since the orientation is implicitly determined by the constraint. In the other class of approaches [6], both the position and the orientation parameters are solved. Specially designed marks include a diamond [2], [3], a sphere with horizontal and vertical great circles [4], a circle pattern with an identification code [5], a house corner composed of three perpendicular lines [6], etc.

On the other hand, in the fields of photogrammetry, object recognition, and scene interpretation, there are several model-based techniques for object location determination from single views [7]-[18], which is equivalent to the problem of robot location by the use of standard marks. Several model-based approaches [7]-[10] concentrated on using model points to determine the object location. The solutions are, in general, sensitive to erroneous point positions. Since computed image point positions are less accurate than computed line or curve equations, several researchers approached the problem alternatively by the use of model lines or curves [11]-[18].

In this communication, a new approach to robot location is proposed. The approach not only offers a location technique for general applications but also provides analytic solutions for fast computation. The shapes of common objects, such as cubes, furniture, machine parts, buildings, and so on, found in robot navigation environments can be used by the approach as the hints for robot location. Computed relative locations between a robot (or a camera) and objects can be used to plan collision-free trajectories for robot navigation in rooms, plan robot arm manipulation steps for object picking and loading, track targets for military attack, guide helicopters to land on buildings automatically, etc. Assumptions made about the objects for robot location include the following: 1) The shape of the object top is a flat polygon, and the top surface is perpendicular to a lateral surface of the object; 2) the geometric structure of the top surface of the object, including the length of each polygon side and the angle between any two neighboring sides, is known in advance.

Objects satisfying the above constraints are easy to find both in indoor and outdoor environments. This makes the proposed approach more practical for general applications than other approaches using specially designed marks. Moreover, no assumption is made about the height of the camera; the camera height can be derived as part of the solution. Although constraint 1) above makes the derivations of analytic solutions possible, it is desirable to extend the approach in further research in order to make use of more general objects.

More specifically, in the approach, a pair of opposite corners of the polygon on the top surface of the object is used as the standard mark. As shown in Fig. 1, with a virtual diagonal line drawn between a pair of opposite corners, the mark consists of a set of lines going through a common point. Such a mark is called a pencil of four lines, or more simply, a pencil in general [19]. It will herewith be called a space pencil. The common point (i.e., the object corner point A in Fig. 1) will be called the center of the pencil. A space pencil is composed of two parts: the coplanar part and the normal part. The former is a pencil of three coplanar lines on the object top surface (L1, L2, and L3 in Fig. 1, for example), whereas the latter is a line going through the pencil center and perpendicular to the former (L4 in Fig. 1, for example).

The shape of a space pencil appearing in an image is still a pencil of four lines if a virtual diagonal line is imagined to exist. It will be called an image pencil so that it can be distinguished from a space pencil. It can be easily observed that the shape of an image pencil varies relatively with respect to a viewer's position and angle. This provides, as is found in this study, enough information to obtain camera position and orientation parameters.

To locate a robot by the proposed approach, a monocular image of an object is taken first. A set of projection characteristics are then extracted from an image pencil including the pencil center position,
the direction of each line, and the length of a polygon side. Together with the \textit{a priori} knowledge about the corresponding space pencil, the characteristic values of the image pencil are finally substituted into a set of location formulas to compute the position as well as the orientation parameters of the camera on the robot.

In the remainder of this communication, the location formulas with respect to a space pencil are derived in Sections II through IV. In Section II, the characteristics of an image pencil are described as a set of equations according to 3-D imaging geometry. The equations are reduced into simpler forms in Section III, and then solved in Section IV. The image processing and numerical techniques used for the extraction of pencil characteristics are described in Section V. Experimental results and error analysis are included in Section VI and are followed by conclusions and suggestions for further research in Section VII.

II. RELATIONS BETWEEN 3-D SPACE PENCILS AND 2-D IMAGE PENCILS

A. Terminologies and Definitions

Three coordinate systems are involved in the proposed robot location method, namely, the global coordinate system \( o-x-y-z \), the camera coordinate system \( o'-x'-y'-z' \), and the image coordinate system \( o''-x''-y''-z'' \). The geometrical relations among these three coordinate systems are illustrated in Fig. 2. The robot or the camera location is described with respect to the global system, which is attached to the object. In the right-handed global coordinate system, an object corner point is selected as the origin, and the normal line through the corner point, the top surface of the object, and one polygon side through the corner point on the top surface are chosen as the \( z \) axis, the \( x-y \) plane, and the \( x \) axis of the system, respectively. In the left-handed camera coordinate system, the origin is located at the camera lens center, the \( z' \) axis is aligned with the camera optical axis, and the \( x',y' \) plane is parallel to the \( X'-Y' \) plane of the image plane in the image coordinate system. The image plane is located at \( z' = f \), where \( f \) is the focal length of the camera.

As is illustrated in Fig. 3(a), the space pencil with center \( A \) is located at the origin of the global coordinate system, \( L_1 \) and \( L_2 \) are in the \( x-y \) plane, \( L_1 \) is aligned with the \( x \) axis, \( L_4 \) coincides with the \( z \) axis, and the length of \( L_4 \) is \( l \). The direction of any line on the object top is defined as the angle measured from the \( x \) axis to the line in the counterclockwise direction, which is just a polar angle (called the space polar angle in the sequel). For example, the space polar angles \( \theta_1 \) and \( \theta_2 \) for \( L_1 \) and \( L_2 \), respectively, are sketched in Fig. 3(a). Hereafter, \((\theta_1, \theta_2, l)\) will be called the space-pencil characteristics because they can be used to specify the structure of the pencil. Space-pencil characteristics can be obtained easily because the geometrical structure of the object top is assumed to be known in advance.

A possible projection result of the object in Fig. 3(a) is shown in Fig. 3(b). Let \( A' \) with image coordinates \((A'_x, A'_y)\) be the projection of the center of the space pencil located at \( A \), \( L'_1 \) through \( L'_4 \) be the projection lines of \( L_1 \) through \( L_4 \), respectively, and the length of \( L'_4 \) be \( l' \). The direction of any line in the image plane is defined as the angle measured from the \( X' \) axis to the line in the counterclockwise direction (called the image polar angle henceforth). The image polar angles \( \theta_1' \) through \( \theta_2' \) of lines \( L'_1 \) through \( L'_4 \), respectively, are shown in Fig. 3(b). \((A'_x, A'_y, \theta_1', \theta_2', \theta_3', \theta_4', l')\) will be called the image-pencil characteristics because they can be used to describe the projection of the corresponding space pencil. Such characteristic values can be obtained from the image of the object and the process will be discussed in Section V.

The desired camera location will be represented by three position parameters \( x_c \), \( y_c \), and \( z_c \) and three orientation parameters \( \varphi \), \( \theta \), and \( \delta \), where \( \varphi \), \( \theta \), and \( \delta \) are called the pan, the tilt, and the swing angles, respectively, of the camera with respect to the global coordinate system. It is desired to derive the six camera location parameters in terms of the space-pencil characteristics and the image-pencil characteristics as the desired result of robot location.

B. Derivation of Image Pencil Characteristic Values

In this section, the seven values \((A'_x, A'_y, \theta_1', \theta_2', \theta_3', \theta_4', l')\) of the image-pencil characteristics will be derived in terms of the six space parameters as well as the space-pencil characteristics \((\theta_1, \theta_2, l)\). Refer to Fig. 3 for the following derivations of the image-pencil characteristics.

First, the coordinates \((A'_x, A'_y)\) of the image \( A' \) of the origin \( A \) of the global system will be derived. Let \( K \) be any point in the 3-D space with global coordinates \((x, y, z)\), and let \( K' \) be the projection of \( K \) in the image plane with image coordinates \((K'_x, K'_y)\). Then, according to imaging geometry [20], [21], we have

\[
K'_x = f \cdot \left( x \cdot M_{11} + y \cdot M_{21} + z \cdot M_{31} + x_0 \right) /
\]

\[
(x \cdot M_{13} + y \cdot M_{23} + z \cdot M_{33} + z_0)
\]  

(1)
where  
\[
K_f = f \cdot (x \cdot M_{12} + y \cdot M_{22} + z \cdot M_{32} + y_0)/
\]
\[
(x \cdot M_{13} + y \cdot M_{23} + z \cdot M_{33} + y_0)
\]  
(2)

\[
\text{where } 
M_{11}, M_{12}, M_{13} = (\cos \psi \cos \delta - \sin \psi \cos \theta \sin \delta, 
- \cos \sin \delta - \sin \psi \cos \theta \cos \delta, 
- \sin \sin \psi \sin \theta)
\]
\[
M_{21}, M_{22}, M_{23} = (\sin \psi \cos \delta + \cos \psi \cos \theta \sin \delta, 
- \sin \sin \delta + \cos \psi \cos \theta \cos \delta, 
\cos \sin \psi \sin \theta)
\]
\[
M_{31}, M_{32}, M_{33} = (\sin \theta \sin \delta, \sin \theta \cos \delta, - \cos \theta)
\]

\begin{align*}
(x_0, y_0, z_0) &= (-x_c M_{11} - y_c M_{12} - z_c M_{13}, -x_c M_{12} - y_c M_{22} - z_c M_{23}, \\
&= -x_c M_{13} - y_c M_{32} - z_c M_{33}).
\end{align*}
(3)

The global coordinates of the origin \( A \) are \((0, 0, 0)\). Therefore, from (1) and (2), we have
\[
A'_x = f \cdot x_0/z_0
\]
(4)
\[
A'_y = f \cdot y_0/z_0.
\]
(5)

Next, the image polar angles \( \theta'_1, \theta'_2, \) and \( \theta'_3 \) of the three lines \( L_i, L_j, \) and \( L_k \), respectively, will be derived. Let \( L_k \) be a space line going through the origin \( A \) of the global system and a space point \( K \) with global coordinates \((x, y, z)\); then, the image polar angle \( \theta'_k \) of the corresponding projection \( L'_k \) in the image plane can be derived easily from (1) through (5). The result is
\[
\tan \theta'_k = (x \cdot Q + y \cdot S + z \cdot U)/(x \cdot P + y \cdot R + z \cdot T)
\]
(6)

\begin{align*}
(P, Q) &= (-x_0 \cdot M_{12} + z_0 \cdot M_{13} - y_0 \cdot M_{13} + z_0 \cdot M_{12}) \\
(R, S) &= (-x_0 \cdot M_{23} + z_0 \cdot M_{23} - y_0 \cdot M_{23} + z_0 \cdot M_{23}) \\
(T, U) &= (-x_0 \cdot M_{33} + z_0 \cdot M_{33} - y_0 \cdot M_{33} + z_0 \cdot M_{33}).
\end{align*}
(7)

Since \( L_i, L_j, \) and \( L_k \) with polar angles \( \theta_i, \theta_j, \) and \( \theta_k \) all go through the origin \( A \) of the global system and lie in the \( x-y \) plane, \((\cos \theta_i, \sin \theta_i, 0)\) is a point on \( L_i, i = 1, 2, \) and \( 3. \) Therefore, from (6) we have
\[
\tan \theta'_i = (Q \cdot \cos \theta_i + S \cdot \sin \theta_i)/(P \cdot \cos \theta_i + R \cdot \sin \theta_i)
\]
(8)
\[
\tan \theta'_j = (Q \cdot \cos \theta_j + S \cdot \sin \theta_j)/(P \cdot \cos \theta_j + R \cdot \sin \theta_j)
\]
(9)
\[
\tan \theta'_k = (Q \cdot \cos \theta_k + S \cdot \sin \theta_k)/(P \cdot \cos \theta_k + R \cdot \sin \theta_k).
\]
(10)

Now, the image polar angle \( \theta'_i \) of \( L'_i \) will be derived. Since \( L_4 \) coincides with the \( z \) axis, \( L'_4 \) is just the projection line of the \( z \) axis in the image plane. Since \((0, 0, z)\) is a point on \( L_4, \) from (6), we can get
\[
\tan \theta'_4 = U/T.
\]
(11)

Finally, the length of the projection line segment \( L'_1 \) is to be determined. Let space point \( D \) with global coordinates \((d_x, d_y, 0)\) be the other end point of \( L_1 \), which is projected onto the point \( D' \) in the image plane. From (1) through (5), the \( x \) component \( V_{d_x} \) and the \( y \) component \( V_{d_y} \) of the vector \( \vec{AD} \) can be derived easily to be
\[
V_{d_x} = f \cdot (d_x \cdot P + d_y \cdot R)/[(d_x \cdot M_{13} + d_y \cdot M_{23} + z_0) \cdot z_0]
\]
\[
V_{d_y} = f \cdot (d_x \cdot Q + d_y \cdot S)/[(d_x \cdot M_{13} + d_y \cdot M_{23} + z_0) \cdot z_0]
\]

which together with the equalities \( d_x = l \cos \theta_i \) and \( d_y = l \sin \theta_i \) can then be substituted into the length formula of \( l' \) (i.e., \( l'^2 = V_{d_x}^2 + V_{d_y}^2 \)) to get
\[
l'^2 = (f/z_0)^2 \cdot (l^2 + c^2)/(c + z_0/l)^2
\]
(12)

where
\[
(p, q, c) = (P \cdot \cos \theta_i + R \cdot \sin \theta_i, Q \cdot \cos \theta_i + S \cdot \sin \theta_i, + S \cdot \sin \theta_i, M_{31} \cdot \cos \theta_i + M_{33} \cdot \sin \theta_i).
\]
(13)

In summary, we can represent the image pencil characteristic values \((A'_1, A'_2, A'_3, \theta'_1, \theta'_2, \theta'_3, l')\) in terms of the space pencil characteristic values \((\theta_i, \theta_j, l)\) as well as the camera parameters \((x, y, z, \varphi, \theta, \delta)\) by (4), (5), and (8) through (12). These seven equations will be simplified in the next section, and the results will be solved to obtain the camera parameters in Section IV.

III. PROPERTIES OF IMAGE POLAR ANGLES

In this section, the properties of image polar angles will be explored, based on which the seven equations derived in Section II can be reduced into six simpler equations. The key idea in the simplification is to use \((A'_1, A'_2, \theta'_1, \theta'_2, \theta'_3, l')\) instead of \((A'_1, A'_2, \theta'_1, \theta'_2, \theta'_3, l')\) as the image-pencil characteristics, where \( \theta'_1, \theta'_2, \) and \( \theta'_3 \) represent the image polar angles of the \( x \), \( y \), and \( z \) axes of the global system, respectively. The validity of such a change of the image-pencil characteristic parameters will be proved first, followed by a discussion on the advantage of using the new parameters.

In fact, \( \theta'_1 \) and \( \theta'_2 \) are just \( \theta_1 \) and \( \theta_2 \) because \( L_3 \) and \( L_4 \) are just the \( x \) axis and the \( z \) axis, respectively (see Fig. 3). What is left is to derive the value of \( \theta'_3 \) in terms of other known characteristic parameters. This derivation is necessary because, in general, neither \( L_1 \) nor \( L_2 \) coincides with the \( y \) axis, and therefore, \( \theta'_3 \) cannot be obtained directly from the object images. The derivation can be done according to the following theorem.

Theorem 1 [property of unique determination]: Given a pencil of four coplanar space lines, including the \( x \) axis, the \( y \) axis, and two other noncolinear lines \( L_1 \) and \( L_2 \) with known space polar angles \( \theta_1 \) and \( \theta_2 \), respectively (see Fig. 4), if the image polar angles \( \theta'_1, \theta'_2, \) and \( \theta'_3 \) of the \( x \) axis, \( L_1 \), and \( L_2 \), respectively, are known, then the unknown image polar angle \( \theta'_3 \) of the \( y \) axis can be computed by
\[
\tan \theta'_3 = (a \cdot \tan \theta'_1 + b \cdot \tan \theta'_2)/(a + b)
\]
(14)

where
\[
(a, b) = ((\tan \theta'_2 - \tan \theta'_1) \cot \theta_2, (\tan \theta'_2 - \tan \theta'_1) \cot \theta_1).
\]
in terms of the camera parameters:

where \( P, Q, R, S \) are as specified by (7). Since the values of \( \theta_1, \theta_2, \theta_3 \), and \( \theta_4 \) are known, (8), (9), and (15) can be transformed into a system of three linear equations in terms of four unknown variables (i.e., \( P, Q, R, \) and \( S \)). The results are:

\[
P \cdot \tan \theta'_1 \cdot \cot \theta_1 + R \cdot \tan \theta'_2 \cdot Q \cdot \cot \theta_2 + S = 0
\]

\[
P \cdot \tan \theta'_2 \cdot \cot \theta_2 + R \cdot \tan \theta'_3 \cdot Q \cdot \cot \theta_3 + S = 0
\]

\[
P \cdot \tan \theta'_3 \cdot \cot \theta_3 + R \cdot \tan \theta'_4 \cdot Q \cdot \cot \theta_4 + S = 0
\]

which is just (14). This completes the proof of Theorem 1.

The foregoing theorem is actually a degenerate case of a more general theorem proved in Chen and Tsai [22], which says that a pencil of multiple coplanar lines including at least three noncollinear lines with known corresponding space polar angles, if the image polar angle of any fourth line in the pencil can then be uniquely determined.

Proof: Since space points \((1,0,0)\) and \((0,1,0)\) lie on the \(x\) axis and the \(y\) axis, respectively, from (6), \(\theta'_1\) and \(\theta'_2\) can be described by:

\[
\tan \theta'_1 = Q/P
\]

\[
\tan \theta'_2 = S/R
\]

where \( P, Q, R, \) and \( S \) are as specified by (7). Since the values of \( \theta_1, \theta_2, \theta_3, \) and \( \theta_4 \) are known, (8), (9), and (15) can be transformed into a system of three linear equations in terms of four unknown variables (i.e., \( P, Q, R, \) and \( S \)). The results are:

\[
P \cdot \tan \theta'_1 \cdot \cot \theta_1 + R \cdot \tan \theta'_2 \cdot Q \cdot \cot \theta_2 + S = 0
\]

\[
P \cdot \tan \theta'_2 \cdot \cot \theta_2 + R \cdot \tan \theta'_3 \cdot Q \cdot \cot \theta_3 + S = 0
\]

\[
P \cdot \tan \theta'_3 \cdot \cot \theta_3 + R \cdot \tan \theta'_4 \cdot Q \cdot \cot \theta_4 + S = 0
\]

which is just (14). This completes the proof of Theorem 1.

Theorem 2: Derivation of a set of ratios among \( x_1, y_1, \) and \( z_1 \):

Eliminating \( x_1 \) from (18) and (19), regrouping the terms of \( y_1 \) and \( z_1 \), and reducing the results by using (24), we get:

\[
x_1/z_1 = (A_1', A_4', M_{11} + A_4', M_{12} + f \cdot M_{13})/((A_1', M_{11} + A_4', M_{12} + f \cdot M_{13})
\]

(26)

In similar ways, from (18) and (19) and using (24), the ratio of \( x_1 \) to \( z_1 \) can be obtained, respectively, as:

\[
x_1/z_1 = (A_1', M_{11} + A_4', M_{12} + f \cdot M_{13})/((A_1', M_{11} + A_4', M_{12} + f \cdot M_{13})
\]

(27)

Step 2 — Derivation of another set of ratios among \( x_1, y_1, \) and \( z_1 \): On the other hand, substituting the values of \( P \) and \( Q \) in (25) into (20) will result in an equation with no term of \( x_1 \) (by Theorem 2). We can then regroup the terms of \( y_1 \) and \( z_1 \) in the resulting

The proof in [22] is too long to be included in this communication.

Proof: The elements \( M_{ij} \) of the matrix \( M \) described in (3) have the following properties of orthonormality [24], which will be used for equation reduction in the sequel:

\[
(M_{11}, M_{12}, M_{13}) = (M_{21}, M_{22}, M_{23}, M_{31}, M_{32}, M_{33})
\]

\[
(M_{11}, M_{12}, M_{13}) = (M_{21}, M_{22}, M_{23}, M_{31}, M_{32}, M_{33})
\]

\[
(M_{11}, M_{12}, M_{13}) = (M_{21}, M_{22}, M_{23}, M_{31}, M_{32}, M_{33})
\]

(24)

Substituting the values of \( x_0, y_0, \) and \( z_0 \) in (3) into (7) and using (24) to reduce the results, we can get:

\[
(P, Q) = (-y_0, M_{22} + M_{23}, y_0, M_{32} - M_{22}, M_{33} - M_{22} + M_{23}, M_{33} + M_{22} - M_{23}, M_{33})
\]

(25)

Then, the theorem can be seen to be true by observing the results of substituting the above values of \( P, Q, R, S, T, \) and \( U \) into (20), (21), and (22). This completes the proof of Theorem 2.

The above property of the image polar angles \( \theta'_1, \theta'_2, \) and \( \theta'_3 \) facilitates the derivations of the analytic solutions for the camera parameters, as will be seen in the next section.

IV. COMPUTATION OF CAMERA LOCATION PARAMETERS

In this section, we will solve the six equations derived in Section III [i.e., (18) through (23)] to obtain the desired camera location including the position parameters \((x, y, z)\) and the orientation parameters \((\varphi, \theta, \psi)\). The procedure can be decomposed into two stages. The first stage is to solve the orientation parameters \((\varphi, \theta, \psi)\). The second is to compute the position parameters \((x, y, z)\) in terms of the orientation parameters. Four steps are involved in the first stage: 1) combining (18) and (19) to derive three ratios among \( x_1, y_1, \) and \( z_1; 2) \) employing the property of independence of Theorem 2 to derive another set of ratios among \( x_2, y_2, \) and \( z_2 \); and 3) eliminating \( x_2, y_2, \) and \( z_2 \) from these two sets of ratios to get three equations involving only orientation parameters \((\varphi, \theta, \psi); 4) \) manipulating the three equations to get the solutions for the orientation parameters. In the second stage, the results of the first stage as well as (23) for determining the scaling factor are used to compute the position parameters. The detailed procedure is described in the following.

In stage 1, the orientation parameters are computed by the following four steps.

Step 1 — Derivation of a set of ratios among \( x_1, y_1, \) and \( z_1;\)
equation and get another ratio of \( x_c \) to \( z_c \) as

\[
y_c / z_c = (M_{11} + \tan \theta' \cdot M_{12}) / (M_{11} + \tan \theta' \cdot M_{12}).
\]  

(29)

Applying similar steps to (21) and (22), respectively, we can get two other ratios as

\[
x_c / x_z = (M_{11} + \tan \theta' \cdot M_{12}) / (M_{11} + \tan \theta' \cdot M_{12}).
\]  

(30)

\[
x_c / x_z = (M_{11} + \tan \theta' \cdot M_{12}) / (M_{11} + \tan \theta' \cdot M_{12}).
\]  

(31)

**Step 3—Derivation of three equations involving only orientation parameters:** Eliminating \( x_c \) and \( z_c \) from (26) and (29) and using (24) to simplify the result, we get an equation involving only orientation parameters. Then, substituting the values of \( M_{11}, M_{12}, \) and \( M_{13} \) in (3) into the equation, dividing the equation by \( \cos \varphi \) and simplifying the result, we get

\[
\tan \varphi = (f \cdot \tan \theta' \cos \delta + f \cdot \sin \delta) / (f \cdot \tan \theta' \cos \sin \delta - f \cdot \cos \theta \cos \delta + B'_x \cdot \sin \theta)
\]  

(32)

where

\[
B'_x = A'_y - A'_x \cdot \tan \theta'.
\]  

(33)

Similarly, from (27), (30), and (24) and from (28), (31), and (24), we can get, respectively

\[
\tan \psi = (f \cdot \tan \theta' \cos \sin \delta - f \cdot \sin \delta) / (f \cdot \tan \theta' \cos \delta + B'_x \cdot \cos \sin \delta)
\]  

(34)

\[
\tan \theta = B'_y / (f \cdot \tan \theta' \sin \delta - f \cdot \cos \sin \delta)
\]  

(35)

where

\[
B'_y = A'_y - A'_x \cdot \tan \theta'.
\]  

(36)

\[
B'_y = A'_y - A'_x \cdot \tan \theta'.
\]  

(37)

**Step 4—Derivation of the solutions for orientation parameters:** Equating (32) and (34) and considering \( \tan \theta \) as a variable, we can transform the result into the following equation

\[
A_4 \tan^2 \theta + B_4 \tan \theta + C_4 = 0
\]  

(38)

where

\[
A_4 = f^2 \cdot \tan \theta' \cos \delta - f \cdot \sin \delta),
\]  

\[
B_4 = f \cdot \sin \delta \cdot \tan \theta' \cos \delta + B'_x \cdot \tan \theta',
\]  

\[
C_4 = f^2 \cdot n_b
\]  

with \( B'_x \) and \( B'_y \) as specified in (33) and (36), respectively, and

\[
(m_b, n_b, o_b) = (B'_x \cdot \tan \theta', B'_y \cdot \tan \theta', \tan \theta', \tan \theta', 1 + B'_x \cdot \tan \theta').
\]  

(39)

On the other hand, it is noted that no term of \( \sin \varphi \) or \( \cos \varphi \) is involved in (35); such terms were eliminated in the reduction. Substituting (35) which expresses the value of \( \tan \theta \) in terms of \( \sin \delta \) and \( \cos \delta \) into (38) and simplifying the result, we get a quadratic equation with \( \tan \delta \) as a variable. Then, the quadratic equation can be solved to obtain

\[
\tan \delta = \frac{-B_3 \pm \sqrt{B_3^2 - 4A_3C_3}}{2A_3}
\]  

where

\[
A_3 = B'_x \cdot B'_y \cdot B'_z \cdot f^2 + f^2 \cdot B'_z \cdot f^2 \cdot B'_x \cdot \tan \theta' \cdot m_b + f^4 \cdot \tan \theta' \cdot n_b
\]  

\[
B_3 = f^2 \cdot B'_z \cdot p_b - f^2 \cdot B'_x \cdot \tan \theta' \cdot o_b - f^2 \cdot B'_z \cdot m_b - 2 \cdot f^4 \cdot \tan \theta' \cdot n_b
\]  

\[
C_3 = B'_x \cdot B'_y \cdot B'_z \cdot f^2 \cdot q_b + f^2 \cdot B'_z \cdot o_b + f^4 \cdot n_b
\]  

with \( B'_x, B'_y, B'_z, m_b, n_b, o_b \) and \( p_b \) as specified in (33), (36), (37), and (39), and

\[
(p_b, q_b) = (\tan \theta', \tan \theta', \tan \theta', \tan \theta').
\]

Note that the above equation has two solutions as indicated by the \( \pm \) signs in front of the square root; the one leading to a positive tilt angle in (35) is the desired one because the robot must be high enough to see the object top.

After the value \( \delta \) is computed, it can be substituted into (35) to obtain the value of \( \tan \varphi \) or \( \psi \). Thereafter, the values of \( \delta \) and \( \theta \) can be substituted into (32) to obtain the value of \( \tan \psi \). This completes the derivation of the camera orientation parameters.

In stage 2, the camera position parameters are computed in the following way. First, the values of \( \delta, \theta, \) and \( \varphi \) can be substituted into (30) and (29) to obtain

\[
r_x = x_c / z_c = (M_{11} + \tan \theta' \cdot M_{12}) / (M_{11} + \tan \theta' \cdot M_{12})
\]  

(32)

\[
r_y = y_c / z_c = (M_{21} + \tan \theta' \cdot M_{22}) / (M_{21} + \tan \theta' \cdot M_{22})
\]  

(33)

respectively. Next, substituting the values of \( P, Q, R, \) and \( S \) in (25) into (23) and replacing all \( x_c \) and \( y_c \) terms by \( x_c = r_x \cdot z_c \) and \( y_c = r_y \cdot z_c \), respectively, we get a quadratic equation in terms of \( z_c \). Then, the quadratic equation can be solved to get

\[
z_c = \frac{-B_3 \pm \sqrt{B_3^2 - 4A_3C_3}}{2A_3}
\]  

where

\[
A_3 = f^2 \cdot r_x^2 + f^2 \cdot r_y^2 + c
\]  

\[
B_3 = f^2 \cdot (r_x^2 + r_y^2) \cdot (-r_x \cdot M_{13} - r_y \cdot M_{23} - M_{33})
\]  

\[
C_3 = f^2 \cdot r_x \cdot r_y \cdot (r_x \cdot M_{13} + M_{21}) \cdot \cos \theta_1 + (r_y \cdot M_{21} + M_{31}) \cdot \sin \theta_1
\]

and

\[
r_x = -r_x \cdot M_{13} - r_y \cdot M_{23} - M_{33}
\]  

(40)

(41)

The positive value of \( z_c \) is the desired one satisfying the constraint that the robot is high enough to see the object top. After the value of \( z_c \) is computed, we can compute \( x_c \) and \( y_c \) from (40). This completes the derivation of the camera position parameters.

**V. PENCIL-LINE DETECTION BY IMAGE ANALYSIS TECHNIQUES**

Image and numerical analysis techniques are used in this study to find pencil lines in object images. First of all, line segments in object images are found by edge detection, smoothing, and thinning. Three object images and the corresponding processing results are shown in Fig. 5. Sobel edge operators [23] are used to compute edge values. Eight-neighbor averaging is applied to the edge value map in order to smooth out noise and to avoid hole creation during thinning. Pixels with edge values larger than a threshold are detected as edge points. For thinning, the fast algorithm proposed by Chen and Hsu [25] is adopted.

To detect object lines, the Hough transform [26] is applied. After that, any line in the image with its length large enough is detected. The parameters of the equations computed from the detected lines are not accurate enough for the purpose of robot location. Improvement is made by fitting the point set of each detected line to a line equation in the least-square-error sense [27]. It is necessary to separate desirable object lines from noisy ones among the detected lines. This is accomplished by checking the condition that each desirable line must possess at least one end point that is very close to an end point of another line. In each set of
detected close object lines, the intersection point of every two lines is regarded as an object corner point, and each set of close triple lines is regarded as a pencil.

After the coordinates of all corner points and the direction parameters of all pencil lines are computed, it is easy to get the detected close object lines, the intersection point of every two lines with a resolution of 640 × 400 b and a Sun workstation for preprocessing and location computation.

In order to get precise location, calibration works for computing the image center and the camera focal length must be done first. The calibration procedures were based on Chen and Tsai [28]. Imaging distortion correction was not necessary since such distortion existing in the CCD camera pictures was found to be negligible [28].

Three wood objects have been made for testing, including a cube, a pentagonal prism, and a hexagonal prism. Each object was placed at eight different locations, and a picture was taken from each object at each location. Three images of the wood objects and the corresponding preprocessing results are shown in Fig. 5. The camera position data \( x_c, y_c, \) and \( z_c \) were manually measured as the references for location result checking. After each object image was processed, location solutions were computed by the formulas derived in Section IV.

For each object image, the camera position parameters were compared with the real reference positions to compute the location accuracy. The deviation of each computed position value from the reference one was computed, and the ratio of the deviation to the reference value was defined as the error percentage. The experimental results are shown in Table I. From the table, all the error percentages can be seen to be less than 5%, which shows that the approach is feasible for practical applications.

A computer simulation has additionally been performed to analyze the influence of the orientations of viewing angles on the errors of computed camera position parameters. In addition, since the work by Hung et al. [9] also relaxed constraints on camera locations, their results will also be discussed and compared to those obtained by our method. The analysis results include too many graphic diagrams to be included here. We only mention the main conclusions [22].

First, it was found that our method is sensitive in some orientations, for example, when the tilt angle approaches 90° or 0° or when the pan angle approaches -90° or 90°. The reason is that in these critical orientations, the lengths of some image pencil line segments become very small, resulting in erroneous coefficient values in the computed pencil line equations since the least-square-error fitting is sensitive to the lengths of line segments. The erroneous pencil line equation coefficients in turn affect the accuracy of the computation results in the image pencil characteristics, leading to erroneous computation results of the position parameters. The results are as intuitively expected because the angles \( \varphi = -90, \varphi = 0, \varphi = 90, \) and \( \varphi = 0° \) represent the orientations for the camera optical axes to be parallel to the \( x-z, y-z, \) and \( x-y \) planes and normal to the \( x-y \) plane of the global system, respectively.

Compared with the Hung et al. algorithm [9], our method is worse than theirs in some critical orientations, for example, when the tilt angle approaches 0°. However, since more information is used in our method and since computed image line equations are more accurate than computed image point positions, our method has more accurate results than theirs in general orientations.

VI. EXPERIMENTAL RESULTS AND ERROR ANALYSIS

Experiments have been performed on a system consisting of a PC-EYE imaging interface and a CCD camera for taking pictures with a resolution of 640 × 400 and a Sun workstation for preprocessing and location computation.

To get precise location, calibration for computing the image center and the camera focal length must be done first. Calibration procedures were based on the methods of Chen and Tsai [28]. Imaging distortion correction was not necessary since such distortion existing in the CCD camera pictures was found to be negligible [28].

Three wood objects have been made for testing, including a cube, a pentagonal prism, and a hexagonal prism. Each object was placed at eight different locations, and a picture was taken from each object at each location. Three images of the wood objects and the corresponding preprocessing results are shown in Fig. 5. The camera position data \( x_c, y_c, \) and \( z_c \) were manually measured as the references for location result checking. After each object image was processed, location solutions were computed by the formulas derived in Section IV.

For each object image, the camera position parameters were compared with the real reference positions to compute the location accuracy. The deviation of each computed position value from the reference one was computed, and the ratio of the deviation to the reference value was defined as the error percentage. The experimental results are shown in Table I. From the table, all the error percentages can be seen to be less than 5%, which shows that the approach is feasible for practical applications.

A computer simulation has additionally been performed to analyze the influence of the orientations of viewing angles on the errors of computed camera position parameters. In addition, since the work by Hung et al. [9] also relaxed constraints on camera locations, their results will also be discussed and compared to those obtained by our method. The analysis results include too many graphic diagrams to be included here. We only mention the main conclusions [22].

First, it was found that our method is sensitive in some orientations, for example, when the tilt angle approaches 90° or 0° or when the pan angle approaches -90° or 90°. The reason is that in these critical orientations, the lengths of some image pencil line segments become very small, resulting in erroneous coefficient values in the computed pencil line equations since the least-square-error fitting is sensitive to the lengths of line segments. The erroneous pencil line equation coefficients in turn affect the accuracy of the computation results in the image pencil characteristics, leading to erroneous computation results of the position parameters. The results are as intuitively expected because the angles \( \varphi = -90, \varphi = 0, \varphi = 90, \) and \( \varphi = 0° \) represent the orientations for the camera optical axes to be parallel to the \( x-z, y-z, \) and \( x-y \) planes and normal to the \( x-y \) plane of the global system, respectively.

Compared with the Hung et al. algorithm [9], our method is worse than theirs in some critical orientations, for example, when the tilt angle approaches 0°. However, since more information is used in our method and since computed image line equations are more accurate than computed image point positions, our method has more accurate results than theirs in general orientations.

VII. CONCLUSIONS AND SUGGESTIONS

A new approach to robot location is presented in this communication. The approach utilizes space pencils, which exist on common objects, as the standard marks. If the space-pencil characteristics of an object can be provided in advance, analytic formulas for camera position and orientation determination can be derived using the corresponding image-pencil characteristics in an object image. These merits make the proposed approach more practical for general applications than other approaches using specially designed marks.
or requiring iterative computation. Furthermore, in the derivations of location formulas, a property of coplanar lines similar to that of the cross ratios of collinear points is proved. This property makes the derivations of analytic solutions possible.

Good location results were obtained experimentally. The error percentages were all less than 5%. Using better imaging devices, performing more accurate focal length calibration, and employing subpixel preprocessing techniques [29], [30], etc., are possible ways to upgrade robot location accuracy. Simulation results were also included, and these results provide a guidance for choosing better orientations of viewing angles to get more accurate location results. Further research may be directed towards implementing the proposed approach for outdoor object location, applying the robot location approach to mobile robot guidance, generalizing the shapes of the object tops from polygons to curved figures, extending the approach by using a more general standard mark composed of several lines with any known relative positions and orientations, etc.
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**TABLE I**

**EXPERIMENTAL RESULT OF ROBOT LOCATION**

(Each table entry of computed values consists of three parts: (1) computed position data, (2) deviation (in parentheses), and (3) error percentage. The unit of position data is millimeters.)

<table>
<thead>
<tr>
<th>Object Location</th>
<th>( x_c )</th>
<th>( y_c )</th>
<th>( z_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference Value</td>
<td>-1025.00</td>
<td>-125.00</td>
<td>275.00</td>
</tr>
<tr>
<td>1. Computed Value from Cube</td>
<td>-1023.20 (0.80), 0.18%</td>
<td>-119.00 (5.40), 4.28%</td>
<td>279.50 (3.54), 1.29%</td>
</tr>
<tr>
<td>Pentagonal Prism</td>
<td>-1035.92 (0.92), 0.21%</td>
<td>-131.16 (6.16), 4.91%</td>
<td>278.05 (1.05), 0.38%</td>
</tr>
<tr>
<td>Hexagonal Prism</td>
<td>-1023.51 (2.47), 0.57%</td>
<td>-122.97 (2.02), 1.62%</td>
<td>273.66 (1.34), 0.49%</td>
</tr>
<tr>
<td>Reference Value</td>
<td>-460.00</td>
<td>-155.00</td>
<td>275.00</td>
</tr>
<tr>
<td>2. Computed Value from Cube</td>
<td>-461.75 (0.75), 0.16%</td>
<td>-152.33 (2.67), 1.72%</td>
<td>274.82 (0.08), 0.03%</td>
</tr>
<tr>
<td>Pentagonal Prism</td>
<td>-455.99 (4.05), 0.84%</td>
<td>-162.35 (7.35), 4.74%</td>
<td>274.51 (3.29), 1.20%</td>
</tr>
<tr>
<td>Hexagonal Prism</td>
<td>-462.67 (2.47), 0.54%</td>
<td>-155.30 (0.30), 0.19%</td>
<td>272.46 (2.54), 0.92%</td>
</tr>
<tr>
<td>Reference Value</td>
<td>-475.00</td>
<td>-120.00</td>
<td>275.00</td>
</tr>
<tr>
<td>3. Computed Value from Cube</td>
<td>-476.65 (1.65), 0.35%</td>
<td>-124.24 (4.24), 3.53%</td>
<td>285.08 (10.04), 2.67%</td>
</tr>
<tr>
<td>Pentagonal Prism</td>
<td>-477.81 (2.81), 0.59%</td>
<td>-119.76 (5.24), 2.42%</td>
<td>273.99 (1.01), 0.37%</td>
</tr>
<tr>
<td>Hexagonal Prism</td>
<td>-470.84 (4.16), 0.88%</td>
<td>-115.22 (4.78), 3.98%</td>
<td>270.29 (4.71), 1.71%</td>
</tr>
<tr>
<td>Reference Value</td>
<td>-785.00</td>
<td>-195.00</td>
<td>290.00</td>
</tr>
<tr>
<td>4. Computed Value from Cube</td>
<td>-792.28 (7.42), 0.92%</td>
<td>-202.30 (7.36), 3.74%</td>
<td>290.19 (3.19), 0.07%</td>
</tr>
<tr>
<td>Pentagonal Prism</td>
<td>-779.39 (9.63), 1.22%</td>
<td>-200.51 (7.07), 2.60%</td>
<td>285.84 (4.16), 1.43%</td>
</tr>
<tr>
<td>Hexagonal Prism</td>
<td>-776.53 (8.67), 1.08%</td>
<td>-192.56 (2.64), 1.25%</td>
<td>283.36 (6.64), 2.29%</td>
</tr>
<tr>
<td>Reference Value</td>
<td>-845.00</td>
<td>-295.00</td>
<td>290.00</td>
</tr>
<tr>
<td>5. Computed Value from Cube</td>
<td>-846.81 (1.81), 0.21%</td>
<td>-245.11 (9.89), 3.68%</td>
<td>280.44 (9.56), 3.29%</td>
</tr>
<tr>
<td>Pentagonal Prism</td>
<td>-835.51 (11.49), 1.36%</td>
<td>-246.43 (8.57), 3.36%</td>
<td>301.04 (15.04), 3.31%</td>
</tr>
<tr>
<td>Hexagonal Prism</td>
<td>-835.19 (9.81), 1.16%</td>
<td>-259.82 (4.82), 1.89%</td>
<td>287.36 (6.64), 2.91%</td>
</tr>
<tr>
<td>Reference Value</td>
<td>-1030.00</td>
<td>-300.00</td>
<td>380.00</td>
</tr>
<tr>
<td>6. Computed Value from Cube</td>
<td>-1028.13 (1.87), 0.18%</td>
<td>-301.70 (7.03), 0.57%</td>
<td>397.47 (17.47), 4.60%</td>
</tr>
<tr>
<td>Pentagonal Prism</td>
<td>-1024.71 (4.71), 0.46%</td>
<td>-294.64 (5.56), 1.15%</td>
<td>377.29 (7.25), 0.71%</td>
</tr>
<tr>
<td>Hexagonal Prism</td>
<td>-1024.36 (5.64), 0.95%</td>
<td>-300.56 (5.56), 0.19%</td>
<td>376.59 (3.41), 0.90%</td>
</tr>
<tr>
<td>Reference Value</td>
<td>-1090.00</td>
<td>-350.00</td>
<td>380.00</td>
</tr>
<tr>
<td>7. Computed Value from Cube</td>
<td>-1086.19 (3.81), 0.35%</td>
<td>-353.00 (7.05), 0.86%</td>
<td>365.76 (14.26), 2.75%</td>
</tr>
<tr>
<td>Pentagonal Prism</td>
<td>-1055.92 (4.08), 0.37%</td>
<td>-351.48 (1.48), 0.42%</td>
<td>396.48 (18.40), 4.34%</td>
</tr>
<tr>
<td>Hexagonal Prism</td>
<td>-1105.10 (15.10), 1.39%</td>
<td>-339.58 (10.42), 2.98%</td>
<td>365.52 (5.52), 1.45%</td>
</tr>
</tbody>
</table>

Average Error Percentage: 0.67% 2.21% 3.33%
Robot Force Sensor Interacting with Environments

Yuan F. Zheng and Yuka Fan

Abstract—In this communication, we first study the impact effect on a robotic system with a force-sensing device installed between the end effector and the end of the robot. The results show that physical contact of a robot with environments causes abrupt changes of velocity and force at the end effector and the force sensor, respectively.

We then study the dynamic behavior of the force sensor following the impact. Theoretical analysis and experiments show that the sensor generates a low-to-high transition signal corresponding to an impact, which can be used to identify the contact. To utilize this signal, an electronic switch is designed. The signal triggers the switch, which in turn interrupts the control computer. The control computer can then stop the robot motion immediately after an impact occurs. As a result, damage to, or malfunction of, the robotic system following the impact can be avoided. Experimental results show that the proposed switching mechanism works effectively.

I. INTRODUCTION

Industrial robots are used for moving objects, handling materials, assembling parts, and manipulating tools. In all these operations, the robot must come into physical contact with the object before the desired force and movement can be made on it [1]. In fact, robot operations can be divided into three phases, i.e., motion in free space, physical contact, and exertion of a force [1], [2]. The same situation is true for a legged walking robot whose robot legs experience the three phases when the robot walks.

Although a great deal of work has been conducted on the first and third phases, much less attention has been given to the phase of the physical contact. The contact is a short transition from the position control in the free space to the force control in a constrained subspace. A variety of physical phenomena occur in the transition. Paul pointed out in his recent work [2] that the robot was stopped from moving at some velocity when a contact took place. The energy was absorbed by the compliances in the system. This could destroy many mechanical components such as precision gears, shafts, actuators, etc. He further pointed out that the use of any form of force sensing aggravates this problem because the force sensor was the least stiff member of the system, the most fragile, and absorbed all the energy [2]. There were further complaints [2] that the contact problem was unsolved for the rigid manipulator, sensor, and environment.

In our early work [3], [4], we proposed mathematical models for industrial and legged walking robots in contact with environments. It was pointed out that robot joints suffered abrupt velocity changes at the moment of contact (or collision). In addition, impulsive forces were exerted at the contact point as well as at the robot joints. It is the large magnitude of the impulsive force that could damage the mechanical structure of the robotic system.

Recently, Wang and Mason studied the planar impact of two objects and developed simple graphical methods for predicting the mode of contact, which includes sliding, reverse sliding and sticking, the total effects of impulses, and the resultant motion of the objects [5]. In a more recent work, Mason and Wang further extended the result of [5] to include the impact modes of rigid rods [6]. Youcef-Toumi and Gutz studied the force control following an impact [7]. They suggested an integral force compensation with velocity feedback control, which improved force cracking as well as rejected impacts [7]. It was also revealed that impact response can be tuned by selecting a favorable dimensionless ratio of force to approach velocity [7].

In all the above mentioned works, two problems have never been studied. The first problem is the understanding of the impact effects on a robotic system with a force-sensing device being installed. The second one is how the force-sensing device responds to an impact, i.e., what kind of signal we can obtain from the device after an impact occurs. Those two problems are practically important and will be studied in this paper.

Force-sensing devices such as a wrist force sensor on industrial robots are commonly used to control the exerting force by the robot end effector. The contact of the end effector with an environment will bring the impact effects to the robot as well as to the force sensor. By understanding the relation between the effects and the robot motions, proper operation of the robot can be planned such that any destructive effects by the impact can be avoided.